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This material supplements the paper �Consumption Risk-sharing in Social Networks�.

First of all, we provide missing proofs for results stated in the main paper. Second, we

discuss �ve extensions to the main paper. (1) We provide game theoretic micro-foundations

to justify our assumption that links �die�when a promised transfer is not made. (2) We

provide background about the mathematical theory of network �ows used in the proofs of

the paper. (3) We formalize two decentralized mechanisms leading to constrained e¢ cient

allocations. (4) We formally develop the extensions of our main results to the case where

goods and friendship consumption are imperfect substitutes. (5) We explain the numerical

methods used to simulate the model and to construct the geographic network representation

of the real world Huaraz network.

A-1 Missing Proofs for Sections 1 to 3

Proof that coalition-proof arrangements are robust to deviating subcoalitions

Our de�nition of coalition-proofness in the risk-sharing context is equivalent to Bern-

heim et al.�s (1987) stricter de�nition of coalition-proofness who only allow for coalitional

1E-mails: attila.ambrus@duke.edu, markusmobius@gmail.com, szeidla@ceu.hu .

1



deviations that are not prone to further deviations by subcoalitions. We establish this result

without the perfect substitutes assumption, i.e., for general Ui (xi; ci) utility functions.

Proposition 7 Requiring coalitions to be robust to further coalitional deviations does not

a¤ect the set of coalition-proof allocations.

Proof. Let F be a deviating coalition, and let F 0 � F be a deviating subcoalition. Then

F 0 is also a deviating coalition in the original set of agents W . To see why, note that the

capacities ec0 after the subcoalition F 0 deviates are exactly those associated with links within
F 0, and hence these are also the capacities that remain when F 0 deviates in W . Moreover,

the allocation ex0 of the subcoalition F 0 only uses the resources in F 0 and hence is also feasible
when F 0 deviates from W . These observations imply that the same allocation is available to

all agents in F 0 if they consider a coalitional deviation fromW . Since these agents are better

o¤ with this allocation than they were in the coalition F , where in turn they are better

o¤ than in the original allocation, it follows that F 0 is a pro�table coalitional deviation

in the original network as well. Hence minimal deviating coalitions are robust to further

coalitional deviations. Since any allocation that has a deviating coalition also has a minimal

one, requiring no deviating coalitions is equivalent to requiring no deviating coalitions that

are robust to further group deviations.

Proof of Proposition 1

We denote the supremum of the support of the endowment distribution with M and the

in�mum with m where S = M � m. To show that the perimeter-area inequality implies

equal risk-sharing in all states we focus on the worst case scenario where all agents inside

F get the maximum endowment M and all agents outside F get the minimum m.1 In this

case, under equal sharing all agents consume [jF jM + (jW j � jF j)m]= jW j. This requires

agents in set F to give up:

jF jM � jF j [jF jM + (jW j � jF j)m]= jW j
1If the supremum and in�mum do not lie in the support of the endowment distribution, we can assume

realizations that are �-close to the supremum and in�mum and then take � to 0.
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This amount has to be less or equal to the group�s obligation which equals the perimeter

c[F ]. Some algebra reduces this inequality to a [F ] �
�
1� jF j

jW j

�
S. Hence the perimeter-area

inequality implies that no group will want to deviate even in the worst case scenario. For the

same reason, coalition proofness implies the perimeter-area inequality because the coalitional

IC constraint eF � xF � c [F ] has to hold for all states of the world.

In�nite networks in subsection 2.2

Some of our results in subsection 2.2 are stated for in�nite networks. We now discuss

how to extend our model to these environments. Say that a network is locally �nite if W is

countable, each agent has a �nite number of connections, and every pair of agents is connected

through a �nite path. A risk-sharing arrangement speci�es a consumption allocation x (e)

for every realization. Let Bri denote the set of agents within network distance r from i. The

arrangement x is feasible if with probability one

lim
r!1

1

jBri j
��eBri � xBri �� = 0

for all i. This condition is a generalization of the feasibility constraint for �nite networks.

We extend the concept of coalition proofness by requiring a consumption allocation x to

be coalition-proof in every �nite subset. Formally, let H � W be a �nite set of agents, and

de�ne the auxiliary network H 0 by collapsing all agents in GnH into a single node z. In this

transformation, all links outside H disappear, all links between i 2 H and j =2 H become

links between i and z, and all links inside H are preserved. The capacities inherited from

G in H 0 are denoted cH . Fix realization e; for each i 2 H the consumption value xi is well

de�ned. For z, we let ez = 0 and de�ne xz such that eH�xH+ez�xz = 0, which guarantees

that the resource constraint in H 0 is satis�ed. We also assume that the utility function of

z is cz + xz. With these de�nitions, we have constructed a feasible allocation x0 in H 0. If

this allocation is coalition-proof for every �nite subgraph H, then we say that the original

allocation x is coalition-proof in the in�nite network G.

Extending Theorem 1. An informal risk-sharing arrangement can be de�ned in the same

way as before. We claim that in this in�nite network environment, the statement of Theorem

1 holds word by word. As in the �nite case, su¢ ciency is immediate. To prove necessity, let
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H1 � H2 � ::: be an increasing sequence of sets such that [kHk = W , and �x a coalition-

proof allocation x. For each k, construct the auxiliary network H 0
k as above. We can de�ne

gi = ei � xi for all i 2 Hk as in the proof of Theorem 1, and let gz = �
P

i2Hk gi; with

this de�nition, we have constructed a �nite implementation problem just like in the proof of

Theorem 1. Since we have a coalition-proof allocation in H 0
k, Theorem 1 yields an informal

risk-sharing arrangement tk in H 0
k. For each (i; j) link we thus obtain a sequence of transfers

tkij 2 [�c (i; j) ; c (i; j)] for the in�nite sequence of k values for which i; j 2 Hk. Because

there are only countably many links, we can select a subsequence that converges to some

t�ij pointwise for each i and j. It is immediate that this transfer arrangement implements

consumption allocation x and meets the capacity constraints.

Dispersion. Fix a coalition-proof allocation x in a locally �nite network. To de�ne

dispersion, �x an agent i, and consider the sequence of ball sets Bri around i. We de�ne the

dispersion of x as in the in�nite network as

DISP (x) = lim
r!1

supDISP r (x)

where DISP r (x) = SDISP r (x)2 is just the expected cross-sectional variance of the allo-

cation x restricted to the ball set Bri . We then de�ne SDISP (x) to be the square root of

DISP in the in�nite network. We remark that in general networks, the value of SDISP

can depend on the initial agent i used to construct the balls. However, it is easy to see that

for the line and plane networks, SDISP is the same for all initial agents.

When the average endowment in the in�nite network, e = limr!1 eBri = jB
r
i j is well-

de�ned, it is easy to see that

DISP (x) = lim
r!1

1

jBri j
X
j2Bri

(xj � e)2 :

In particular, when e = 0, as in the applications we consider, one can think about DSIP as

the limit of the average of Ex2j over increasing ball sets. We will use this observation in the

proofs below.

Proof of Proposition 2
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The following Lemma is used in the proof.

Lemma 1 Let Z be a random variable such that jZj � c almost surely. Then �Z � c.

This result appears to be standard; a proof is available upon request.

(i) Dispersion on the line equals the lim sup of SDISP over increasing intervals Il of

length l = 1, 3,... Fix an interval of length l and split it into subintervals of length k.

Throughout this argument we ignore integer constraints by assuming that l is large relative

to k. For each segment F , �F = �
p
k and c [F ] = 2c. Using Lemma 1, this implies that in

any coalition-proof arrangement x, stdev(xF ) � �
p
k�2c. Even if agents manage to smooth

xF perfectly in F , the standard deviation of per capita consumption is at least stdev(xF ) =k.

But this implies that in interval Il we have SDISP (x) �stdev(xF ) =k, i.e.,

SDISP (x) � �=
p
k � 2c=k:

To obtain the sharpest bound, let k = 16 (c=�)2, which gives SDISP � �2= (8c) as desired.

(ii) We establish a result for more general networks. We �x an initial network with

capacities c0, and explore the behavior of SDISP when capacities are given by c � c0, as

c!1. Stating the conditions that we impose on the initial network requires some additional

notation. Let G � F be two subsets of W , and de�ne the relative perimeter of G in

F , denoted c0 [G]F , as the perimeter of G in the subgraph generated by F . With this

de�nition, c0 [G]F simply sums the capacities over all links between G and FnG. In the

subsequent analysis, we continue to use the convention that K, K 0, K 00, as well as K1, K2,...

denote positive constants, and may represent di¤erent values at di¤erent occurrences. Our

assumptions about the network are the following.

(N1) The network is connected, countably in�nite, and all agents have at most K direct

friends.

(N2) [Partition] For every n � 1 integer there exist a collection of sets F ij , where i =

1; :::; n and j = 1; :::;1 , such that F ij , j = 1; :::;1 give a partition of W and when i = 1,

F 1j are all singletons.
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(N3) [Ascending chain] For all 1 � i � n� 1 and all j; j0, we have either F ij \ F i+1j0 = ?

or F ij � F i+1j0 .

(N4) [Exponential growth.] There exist 1 < 
 < 
 constants such that whenever F ij �

F i+1j0 , we have 

��F ij �� � ��F i+1j

�� � 
 ��F ij ��.
(N5) [Relative perimeter] There existsK > 0 such that for any G � F ij with jGj �

��F ij �� =2
we have c0 [G]F ij � K

0 � c0 [G].

Note that we de�ne the sets F ij separately for each n; we suppress the dependence on n

in notation for simplicity. (N2) implies that for each i, the i-level sets partition the entire

network. (N3) requires that each i + 1-level set is a disjoint union of some i-level sets, so

i-level sets partition the i + 1-level sets. (N4) requires that the size of these sets grows

exponentially; this implies in particular that the number of i-level sets in an i+1 level set is

bounded by some constant K for all n and i. (N5) requires that the partitioning sets F ij are

�representative�in the sense that the relative perimeter of sets inside F ij is the same order

of magnitude as their true perimeter in G.

A speci�c example where (N1)-(N5) are satis�ed is the plane network, where the sets

can be chosen to be squares. Speci�cally, de�ne F nj for j = 1, 2, ... to be a partition of the

plane by 2n by 2n sized squares. Split each of these squares in four 2n�1 by 2n�1 subsquares,

and index these smaller squares by F n�1j for j = 1, 2, .... Split these squares again and

again to de�ne F ij for lower values of i, until we arrive at singleton sets when i = 1. In this

construction, conditions (N1)-(N4) are satis�ed: we can set K = 4 for (N1) and 
 = 
 = 4

for (N4). It is also easy to see that (N5) is satis�ed with K 0 = 1=3; equality can be achieved

only when the side length of F ij is even, in which case G can be chosen as a rectangle-shaped

half-square such that three sides of G lie on the sides of F ij .

To obtain a result about risk-sharing, we need to connect the network structure with the

distribution of shocks. We require the following key perimeter/area condition, which can be

viewed as an extension of the conditions used in Proposition 1:

(K) There exists K > 0 such that for all G �nite, �G � K � c0 [G].

For the plane network, this condition essentially requires that for all squares F , the

standard deviation �F is at most proportional to the side length of F , which in turn is a

consequence of assumption (P3). We now state and prove the following result.
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Proposition 8 Under conditions (P1)-(P5), (N1)-(N5) and (K), there exist positive con-

stants K 0 and K 00 and a coalition-proof allocation x (c) such that for every agent i, Ex2i (c) �

K 0 exp
�
�K 00 � c2=3

�
.

Proposition 2 (ii) is an immediate consequence of this result. This is because (1) the

plane network satis�es conditions (N1)-(N5) and (K); and (2) DISP is de�ned as the limit

of averages of Ex2i (c) over increasing sets of agents, and in consequence also satis�es the

exponential bound that each Ex2i (c) satis�es.

Proof. Note that (N5) and (K) together imply that here exists K > 0 such that for all

G � F ij with jGj �
��F ij �� =2, we have �G � K � c0 [G]F ij . Since our goal is to obtain a result

about the rate of convergence, we can re-scale the initial capacity c0 by a positive constant

without loss of generality. Hence we can assume that the following condition is satis�ed:

(K�) For all G � F ij with jGj �
��F ij �� =2, we have �G � c0 [G]F ij .

Roadmap. Our proof constructs an incentive-compatible risk-sharing arrangement in sev-

eral steps. Fix n, and consider the decomposition described above. We begin by constructing

an �unconstrained�risk-sharing arrangement that implements equal sharing in each set F nj ,

j = 1; :::;1, but does not necessarily satisfy the capacity constraints. We compute the

implied typical link use of this transfer arrangement for each link, and choose n and c such

that capacity constraints are satis�ed most of the time. This arrangement results in expo-

nentially small SDISP:We then bound the contribution of non-typical shocks to SDISP

and combine these terms to obtain the result stated in the proposition.

Iterative logic. The unconstrained arrangement is constructed by �rst smoothing con-

sumption within each F 1j set; then smoothing consumption within each F
2
j set; and so on.

When i = 1, all sets are singletons, so there is no need to smooth within a set. Now consider

the step when we move from i to i + 1. As we have seen, by (N4) the number of i level

sets in F i+1j is bounded by a positive constant K. To simplify notation, denote F i+1j by F ,

and denote the i-level sets F ij0 that are subsets of F by F1,...,Fk where k � K. We know

from (N2) and (N3) that F1,...,Fk partition F . We smooth consumption in F i+1j by �rst

smoothing the total amount of resources currently present in F1 through the entire set F ;

then smoothing the total amount currently in F2 through the set F , and so on until Fk.

Note that the total consumption in F1 at this round is the same as the total endowment eF1,
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because in each round i, we smooth all endowments within an i-level set. Having completely

smoothed resources in F1 in the previous round, all agents in F1 are currently allocated

eF1= jF1j units of consumption.

Auxiliary network �ow. To smooth consumption over F , we de�ne an auxiliary network

�ow. This is a key step in the proof. For this �ow, focus on the subgraph generated by F

together with capacities c0, and assume for the moment that each agent in F1 has �F1= jF1j

units of the consumption good (so the total in F1 is exactly �F1), while each agent in FnF1
has zero. We will show that a �ow respecting capacities c0 can achieve equal sharing in

F from this endowment pro�le; and then use this �ow to construct an unconstrained �ow

implementing the desired sharing over F for arbitrary shock realizations.

To verify that equal sharing can be implemented in the above endowment pro�le, note

that equal sharing can be implemented through some IC transfer if for each set G � F the

excess demand for goods does not exceed the perimeter relative to F (this is where the key

perimeter/area condition (K) plays it�s role). What is this excess demand? Since we want

equal sharing, we should allocate �F1= jF j to every agent in G. But those agents in G who

are also in F1 each have �F1= jF1j. So the excess demand for goods in the set G is

ed (G) = jGj � �F1jF j � jG \ F1j �
�F1
jF1j

: (8)

Applying Theorem 1 to the �nite network F , there is a feasible �ow if for every G, we have

jed (g)j � c0 [G]F . To check that this holds, �rst assume that jGj = jF j � jG \ F1j = jF1j;

then the �rst term in (8) is larger, and hence jed (G)j � �F1 � jGj = jF j. From (P4) we have

�F1 � �F , implying jed (G)j � �F � jGj = jF j. Now (P5) implies �F= jF j � �G= jGj, and hence

jed (G)j � �G. Now recall the key condition (K�) that �G � c0 [G]F ; it follows that jed (G)j �

c0 [G]F as desired. We now check that (8) also holds when jGj = jF j < jG \ F1j = jF1j. In this

case, the second term in (8) dominates, and hence jed (G)j � �F1 � jG \ F1j = jF1j. Since

�F1= jF1j � �G\F1= jG \ F1j by (P3), we can bound the right hand side by �G\F1, which

satis�es �G\F1 � �G � c0 [G]F again verifying that jed (G)j � c0 [G]F . This shows that the

auxiliary �ow can be implemented.

Smoothing with auxiliary �ow. Denote the transfers associated with the auxiliary �ow by
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t1. To smooth the consumption of F1 over F for arbitrary shocks, we just use the transfers

t1 � (eF1=�F1); that is, we scale up the above �ow with the actual size of the shock in F1.

This works, because t1 was constructed to smooth a shock of exactly one standard deviation

�F1. Extending this logic, to smooth the endowment of each other Fj through the set F ,

we construct auxiliary �ows t2, ..., tk analogously, and implement the total transfer given

by t1 � eF1=�F1 + ::: + tk � eFk=�Fk . This construction results in an unconstrained �ow which

smooths consumption in the entire set F .

Note that while we used the capacities to construct the �ow (this is how we got t1,...,

tk), the actual �ow is a stochastic object that may violate some capacity constraints, both

because it is scaled by eF1=�F1 and because it is summed over all j.

Iteration. We do the above step for all i + 1-level sets F i+1j ; this concludes round i + 1

of the algorithm. Then we go on to round i + 2, and so on, until �nally we implement

equal sharing in each of the highest-level sets F nj , j = 1,...,1. Denote the unconstrained

arrangement obtained in this way by tU .

How low is SDISP in the arrangement tU? To answer, recall that (N4) implies
��F nj �� � 
n,

and (P3) implies �F= jF j � K � jF j�1=2, so that SDISP � K � 
�m=2 = K1 � exp [�K2m].

This SDISP , however, is implemented with an unconstrained �ow; and now we want to

assess how often the �ow violates capacity constraints once we choose c and m. To do this,

we need to compute the distribution of the �ow over each link in the network.

Link usage. Consider the step where we smooth the consumption of F1 over the entire

set F using the �ow t1 � eF1=�F1. Fix some (u; v) link; then the use of this link in the

�ow at this round is t1 (u; v) � eF1=�F1. This is a random variable with mean zero and

standard deviation t1 (u; v), since eF1=�F1 has unit standard deviation. Moreover, we know

that t1 (u; v) � c0 (u; v) because this is how t1 was constructed (this is why it was important

to construct t1 such that it satis�es the capacity constraints c0.) It follows from Lemma 1

that the standard deviation of link use at this step is at most c0 (u; v).

Now consider link use as we smooth the consumption of all sets F1, ..., Fk over the set

F . As we have seen, smoothing for each of these sets implies adding a �ow over the (u; v)

link that has standard deviation of at most c0 (u; v). Given that k � K for some constant,

the total standard deviation of the �ow over (u; v) in each round of the algorithm is at the

9



most K � c0 (u; v). Adding up these �ows over all n rounds shows that the total standard

deviation of the unconstrained arrangement over the (u; v) link is at most nK � c0 (u; v).

Constrained arrangement. We construct an arrangement which satis�es the capacity

constraints in a simple way. We �x c and n, and for each agent u, try to implement his

in�ows and out�ows according to the unconstrained �ow we just constructed. If this is not

possible, then we just implement as much of the prescribed �ows as possible. This approach

ensures that binding capacity constraints do not propagate down the network.

Bounding exceptional event. Denote F nj = F , and consider some agent u 2 F . We

begin bounding the exceptional event by looking at those realizations where the capacity

constraint binds on exactly one of u�s links: tU (u; v) > c � c0 (u; v). We explore the e¤ect

of multiple binding constraints later. We focus on the contribution of these realizations to

Ex2u, recalling that SDISP is the square root of the average of this quantity over all agents

u. The contribution of realizations where tU (u; v) > c � c0 (u; v) but the other constraints of

u do not bind to Ex2u is at most

Z
tU (u;v)>c�c0(u;v)

[eF + t (u; v)� c (u; v)]2 dP

where eF = eF= jF j, the integral is taken over the probability space on which all random

variables are de�ned and P is the associated probability measure. Noting that (x+ y)2 �

3 (x2 + y2), we can bound this from above by

3

Z
e2F dP + 3

Z
tU (u;v)>c�c0(u;v)

[t (u; v)� c � c0 (u; v)]2 dP: (9)

Here the �rst term is proportional to the variance of the unconstrained �ow, which, as we

have seen, is exponentially small. Thus we have to bound the contribution of the second

term.

Large deviations. Let z =
P

j �jyj for some �j satisfying
P
�2j < 1. Then, for any

c > 0 and � > 0,

Pr [z > c] � E exp [� (z � c)] = e��cE exp
h
�
X

�jyj

i
= e��c

Y
j

E exp [��jyj] :
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Now we can bound the last term using (P1) to obtain

Pr [z > c] � e��c
Y
j

E exp
�
K�2j�

2=2
�
= e��cE exp

h
K�2=2 �

X
�2j

i
:

This holds for any �, in particular, for � = c=
�
K
P
�2j
�
, resulting in the bound Pr [z > c] �

exp [�c2= (2K�2z)], where we used the fact that the variance of z is �2z =
P
�2j . This shows

that the tail probabilities of z can be bounded by a term exponentially small in (c=�z)
2, just

like in the case when z is normally distributed.

Bound on remaining variance. Using the bound on the tail probability, we can esti-

mate the �nal term in (9). Let z = tU (u; v) which is a weighted sum of the yj shocks by

construction. Denoting the c.d.f. of z by H (z) we have

Z
tU (u;v)>c�c0(u;v)

[t (u; v)� c � c0 (u; v)]2 dP =
Z 1

z=c�c0(u;v)
(z � c � c0 (u; v))2 dH (z)

= �
Z 1

z=c�c0(u;v)
(z � c � c0 (u; v))2 d [1�H (z)] =

= �
�
(z � c � c0 (u; v))2 (1�H (z))

�1
c(u;v)

+

Z 1

z=c�c0(u;v)
2 (z � c � c0 (u; v)) [1�H (z)] dz

where we integrated by parts. The above argument with large deviations proves 1�H (z) �

exp [�z2=2K�2z ]. This implies that the �rst term is zero, and combining it with the second

term, direct integration shows that

Z
tU (u;v)>c�c0(u;v)

[t (u; v)� c � c0 (u; v)]2 dP � K 0c � c0 (u; v) exp
�
�c2 � c0 (u; v)2 =2K�2z

�
for appropriate constants K and K 0.

Since �z � nKc0 (u; v), the last term is bounded by K � exp
�
�K 0 � (c=n)2

�
, where the

values of the constants are now di¤erent.

Combine bounds. We have obtained a bound on the exceptional event where the capacity

constrained on a single link is binding. We must similarly bound the contribution to Ex2u of

binding capacity on all other single links of u; all possible pairs of links; all possible sets of

three links; and so on. Since u has a bounded number of links, doing this just increases the
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bound we just obtained by a constant factor. In total, all exceptional events thus contribute

to Ex2u at most K � exp
�
�K 0 � (c=n)2

�
.

To obtain a bound on SDISP , we �rst bound DISP = SDISP 2, which is just the

average of Ex2u over the entire network. We have seen that for each u,

Ex2u � K1 � exp [�K2n] +K3 � exp
�
�K4 � (c=n)2

�
where the �rst term is the variance of the unconstrained �ow and the second term is the

bound coming from exceptional events. Setting n = c2=3 yields Ex2u � K5 � exp
�
�K6 � c2=3

�
,

as desired.

Proof of Corollary 1

For this proof we also construct an informal risk-sharing arrangement step by step. The

logic of the proof is to �x a grid associated with the geographic embedding, show that inside

grid squares risk-sharing is good because the embedding is local and there are only a bounded

number of people, and use the result for the plane to show that insurance is good across

squares.

Fix the geographic embedding, and consider the grid with step size A for which the no

separating avenues condition holds: for this grid, there is at least capacity K > 0 between

any pair of adjacent squares under c0. Since capacities are bounded away from zero, after

re-scaling we can assume that all link capacities are at least 1; in this case all neighboring

squares have connecting �ow of at least 1 as well in c0. Index the squares in the grid by

j = 1; :::;1 and denote the set of agents in square j by Gj.

We have to accomplish good risk-sharing inside each square as well as across the squares.

We will do this by using a share of the capacity of each link for within square sharing, and the

remaining capacity for cross-square sharing. By locality of the embedding, any two agents in

a given square are connected through a path lies within a bounded distance from the square.

Assign, for each pair of agents inside a square one such path. By evenness, any link in the

network is used by at most a bounded number of such paths. Let K� be large enough such

that all links are used by no more than K� paths (K� will denote this �xed quantity for the

rest of the proof.)
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Now �x c > 0, and use a share 1= (10K�) of capacities to implement between-squares

risk-sharing using Proposition 2, taking eGj as the �endowment shocks�of the squares. The

conditions of the proposition are easily seen to be satis�ed, and hence we obtain between-

squares dispersion which is exponentially small in c2=3.

Second, we have to smooth the incoming and outgoing transfers for each square. Use a

share 4=10 of capacities to smooth all incoming and outgoing transfers of each square. To

do this, we need to use the paths connecting agents. Since the perimeter of each square

used for incoming and outgoing transfers is 4c= (10K�), and each link is used for at most K�

connecting paths, a total capacity of 4c= (10K�) �K� = 4c=10 will be su¢ cient to completely

share the incoming and outgoing transfers among agents inside each square.

Third, we also have to smooth the total endowment shock realized in each square. To do

this, �rst note that for any network of bounded size where capacities are bounded below and

endowment shocks satisfy (P1) and (P2), the large deviations argument of the previous proof

imply that SDISP can be bounded by K exp [K 0 � c2=2]. Since the number of agents in a

square are bounded and shocks satisfy (P1) and (P2), and all pairs of agents are connected

by (potentially external) paths of remaining capacity 5c= (10K�) or more, it follows that we

can achieve within-square dispersion on the order of exp [�K 0 � c2=2] This is of smaller order

than the main exp
�
�K 00c2=3

�
term; hence the proof is complete.

Proof of Proposition 3

We prove the following more general result.

Suppose that the MRSi = (@Ui=@ci)=(@Ui=@xi) is concave in xi for every i. Then every

constrained e¢ cient arrangement is the solution to a planner�s problem with some set of

weights (�i), and conversely, any solution to the planner�s problem is constrained e¢ cient.

Proof. Let U� � RW be the set of expected utility pro�les that can be achieved by IC

transfer arrangements: U� = f(vi)i2W j9 IC allocation x such that vi �EUi (xi; ci) 8ig. Our

goal is to show that U� is convex. By concave utility, it su¢ ces to prove that the set of IC

arrangements is convex.

To show that the convex combination of IC arrangements is IC, �x an endowment real-

ization e and let x be an IC allocation. Consider an agent i, and for r � 0 de�ne y (r; xi) to

13



be the consumption level that makes i indi¤erent between his current allocation and reduc-

ing friendship consumption by r units, that is, U (xi; ci) = U (y (r; xi) ; ci � r). For di¤erent

values of r, the locations (y (r; xi) ; c� r) trace out an indi¤erence curve of i. Note that

y (0; xi) = xi and that the IC constraint for the transfer between i and j can be written as

tij � y (c (i; j) ; xi)� xi (10)

since y (c (i; j) ; xi) � xi is the dollar gain that makes i accept losing the friendship with j.

Moreover, the implicit function theorem implies that

yr (r; xi) =
Uc
Ux
(y; ci � r) (11)

which is the marginal rate of substitution MRSi. This is intuitive: MRSi measures the

dollar value of a marginal change in friendship consumption. Using the concavity of the

MRS, we will show that y (r; xi) is a concave function in xi for any r � 0. When r = c (i; j),

this implies that the convex combination of IC allocations also satis�es the IC constraint

(10), and consequently, that the set of IC pro�les is convex.

To show that y (r; xi) is concave in xi, let x1, x2 be two IC allocations, and let x3i =

�x1i + (1� �)x2i for some 0 � � � 1. De�ne y (r) = �y (r; x1i ) + (1� �) y (r; x2i ), so that

(y (r) ; ci � r) traces out the convex combination of the indi¤erence curves passing through

(x1i ; ci) and (x
2
i ; ci), and let f (r) = U (y (r) ; ci � r), the utility of agent i along this curve.

Clearly, f (0) = U (x3; ci). Moreover, using (11),

f 0 (r) = Ux (y (r) ; ci � r) �
�
�
Uc
Ux

�
y
�
r; x1i

�
; ci � r

�
+ (1� �) Uc

Ux

�
y
�
r; x2i

�
; ci � r

��
� Uc (y (r) ; ci � r)

� Ux (y (r) ; ci � r) �
Uc
Ux
(y (r) ; ci � r)� Uc (y (r) ; ci � r) = 0

where we used the assumption that Uc=Ux is concave in the �rst argument. It follows that f

is nonincreasing, and in particular f (r) � f (0) or equivalently U (y (r) ; ci � r) � U (x3i ; ci),

which implies that y (x3i ; r) � y (r) = �y (r; x1i ) + (1� �) y (r; x2i ), and hence that y (x; r) is

concave.
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Finally, let P (U�) denote the Pareto-frontier of U�. Since U� is convex, the supporting

hyperplane theorem implies that for every u0 2 P (U�) there exist positive weights �i such

that u0 2 argmaxU�
P

i �iui, as desired. The converse statement in the proposition holds

for any U�.

Proof of Proposition 4

Fix realization e, and let t denote the vector of transfers over all links in a given IC

arrangement. Denote the planner�s objective with a given set of weights �i by V (t) =P
i �iUi

�
ei �

P
j tij; ci

�
. Then the planner�s maximization problem can be written asmaxt V (t)

subject to tij � c (i; j) and tij = �tji for all i and j. It is easy to see that Karush-Kuhn-

Tucker �rst order conditions associated with this problem are those given in the Proposition.

Since we have a concave maximization problem where the inequality constraints are linear,

the Karush-Kuhn-Tucker conditions are both necessary and su¢ cient for characterizing a

global maximum. For uniqueness, rewrite the planner�s objective as a function of the con-

sumption pro�le x, V (x) = V (t). This function is strictly concave in x and maximized over

a convex domain, and hence the maximizing consumption allocation is unique, although the

transfer pro�le supporting it need not be.

Proof of Proposition 5

For each i and j, say that i and j are in the same equivalence class if there is an i ! j

path such that for all agents l on this path, including j, we have �iU 0i = �lU
0
l . The partition

generated by these equivalence classes is the set of risk-sharing islands Wk. If i 2 Wk and

j =2 Wk, then either c (i; j) = 0, in which case tij = c (i; j) by de�nition, or c (i; j) > 0, which

implies that �iU 0i 6= �lU 0l by construction of the equivalence classes. But then Proposition 4

implies that jtijj = c (i; j), as desired.

Proof of Proposition 6

In this proof we focus on transfer arrangements that are acyclical, i.e., have the property

that after any endowment realization there is no path of linked agents i1 ! ik such that

i1 = ik, and til il+1 > 0 8 l 2 f1; :::; k � 1g. This is without loss of generality, as it is easy to

show that for any IC arrangement there is an outcome equivalent acyclical IC arrangement

that achieves the same consumption vector after any endowment realization.
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(i): We begin with the weak inequalities of the claim (xj(e0) � xj(e) 8 j), which we

establish in a slightly more general setup. Say that a transfer arrangement is monotone over

all sets if for any F � W and any two endowment realizations (e) and (e0) such that e0i � ei
for all i 2 F and t0ji � tji for all i 2 F and j =2 F , we have x0i � xi for all i 2 F . Monotonicity

over all sets means that for any set of agents F , reducing their endowments and/or their

incoming transfers weakly reduces everybody�s consumption. Note that this property indeed

implies monotonicity in the sense of the Proposition, by taking F = W .

Fix a constrained e¢ cient arrangement, and suppose it is not monotone over all sets.

Let F be a set where this property fails, and �x a connected component of the subgraph

spanned by F that contains an agent i such that x0i > xi. Let S be the set of agents for

whom x0i � xi, and T be the set of agents for whom x0i > xi in this component. S is

non-empty, because the total endowment available in any connected component of F has

decreased, and T is non-empty by assumption. In addition, there exist s 2 S and t 2 T

such that t0st > tst, because consumption in T is higher under e
0 than under e. But t0st > tst

implies c (s; t) > tst and c (t; s) > t0ts, and hence, by Proposition 4, �sU
0
s(xs) � �tU

0
t(xt)

in e, and also �sU 0s(x
0
s) � �tU

0
t(x

0
t) in e

0. Since x0t > xt by assumption, strict concavity

implies �tU 0t(x
0
t) < �tU

0
t(xt), which, combined with the previous two inequalities, yields

�sU
0
s(x

0
s) < �sU

0
s(xs). But this implies xs < x

0
s, which is a contradiction.

Finally, the claim that x0j < xj for all j 2 cW (i) follows directly from this monotonicity

condition combined with (ii) which is proved below.

(ii): Let bLi denote the set of links connecting agents in cW (i). Let Li denote the set of
links connecting agents in W (i). Let t be a transfer arrangement respecting the capacity

constraints and achieving x(e) at endowment realization e, such that tkl < c(k; l) 8 (k; l) 2 bLi.
In words, in transfer arrangement t, the capacity constraints for all links in bLi are slack. Such
a t exists by the de�nition of cW (i). Let b be the minimum amount of slackness on a link inbLi: b = min(k;l)2bLi(c(k; l)� jtklj).
Let L0i denote the set of links connecting agents in W (i) with agents in WnW (i). For

every (k; l) 2 L0i; let t0kl be such that �kU 0k(xk(e) � t0kl) = �lU 0l (xl(e) + t0kl). In words, t0kl is

the amount of transfer between k and l that would equate the weighted marginal utilities of

k and l. By Proposition 4 and by the de�nition of W (i), t0kl 6= 0 8 (k; l) 2 L0i. Let b0 be the
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minimum amount of transfer that would equate the weighted marginal utilities of an agent

in W (i) and a neighboring agent outside W (i) : b0 = min(k;l)2L0i jt
0
klj.

We claim that the result holds for � = min(b; b0), that is whenever jei � e0ij < min(b; b0),

we have �jU 0j(xj(e
0)) = �iU

0
i(xi(e

0)) 8 j 2 cW (i); and Uj(xj(e0)) = Ui(xi(e)) 8 j =2 W (i).

To see this, consider the restricted set of agents W (i); and endowments xi(e) + e0i � ei
for agent i, and xj(e) for j 2 W (i)=fig (where xi(e) still refers to the constrained e¢ -

cient allocation given set of agents W and endowment realization e). Let xe;e
0
denote this

endowment vector on W (i). Consider now the consumption arrangement over W (i) that

maximizes
P

j2W (i) �jUj(xj) subject to x being achievable from xe;e
0
by transfer scheme t0

(over W (i)) for which jtjj0 + t0jj0j � c(j; j0) 8 j; j0 2 W (i). Let this arrangement be denoted

by xW (i). Because �jU 0j(xj) is decreasing in xj for all j, jxW (i) � xi(e)j � jei � e0ij. Then

there is a transfer scheme t0 over W (i) that achieves xW (i) from endowments xe;e
0
, for which

jt0jj0j � jei � e0ij < �. Since � < b, all the capacity constraints in bLi are still slack. By
Proposition 4 this means that �jU 0j(x

W (i)
j ) = �iU

0
i(x

W (i)
i ). Moreover, since � < b0, all the

capacity constraints in L0i are still binding, in the same direction. Extend now x
W (i) to W

such that xW (i)
j = xj(e) for j 2 WnW (i). Similarly, extend transfer scheme t0 to W such

that t0jj0 = 0 whenever at least one of j an j
0 are not in W (i). Note that t + t0 is a direct

transfer arrangement on W which meets the capacity constraints, and that xW (i) satis�es

the conditions of Proposition 4. Hence xW (i) is the constrained e¢ cient allocation given

endowment realization e0, and as shown above, satis�es the claims in (ii).

(iii): Let t0 be an acyclical transfer arrangement achieving x(e0) after endowment real-

ization e0. Then we can decompose t0 as the sum of acyclical transfer arrangements t and t00

such that t achieves x(e) after endowment realization e. By part (i) above, xj0(e0) � xj0(e)

8 j0 2 W , implying that MUCj0 � 1 8 j0 2 W . Therefore if xj(e0) = xj(e), hence

MUCj = 1, then the statement in the claim holds. Assume now that xj(e0) < xj(e).

Since xj0(e0) � xj0(e) 8 j0 2 W by part (i), for any j0 2 Wnfig it must hold that the sum

of transfers received by j0 in transfer arrangement t00 is non-positive:
P

l2Wnfj0g t
00
lj0 � 0.

Hence, only i can be a net recipient in the transfer arrangement t00. This, together with

xj(e
0) < xj(e) implies that there is a j ! i path such that t00imim+1 > 0 along the path.

Hence, in transfer scheme t no link (im; im+1) along the above j ! i path is blocked, im-
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plying �im+1U
0
im+1

(xim+1 (e)) � �imU 0im(xim (e)), and that no link (im+1; im) along the reverse

i ! j path is blocked, implying �im+1U
0
im+1

(xim+1 (e
0)) � �imU

0
im(xim (e

0)). Dividing these

inequalities yields the result.

A-2 Microfoundations for link-level punishment

Consider the following multi-stage game.

Stage 1. An endowment vector e is drawn from a commonly known prior distribution.

Stage 2. Each agent i makes a transfer teij to every neighbor j. Transfer t
e
ij is only

observed by players i and j.

Stage 3. Agents play friendship games over links. The game over the (i; j) link is

C D

C c (i; j) c (i; j) �1 c (i; j) =2

D c (i; j) =2 �1 0 0

which is a coordination game with two pure strategy equilibria, (C;C) and (D;D). De-

note the payo¤ of i from the game with j by c0 (i; j).

Stage 4. The realized utility of agent i is Ui (x0i; c
0
i).

Proposition 9 An allocation x (e) is the outcome of a pure-strategy subgame-perfect equilib-

rium of this game if and only if it can implemented through an incentive-compatible informal

risk-sharing arrangement.

Proof. Fix an incentive-compatible informal risk-sharing arrangement and consider the

following strategy pro�le �. In Stage 2, each agent is supposed to make the transfer according

to the above arrangement. In Stage 3, the neighbors across links where transfers were made

as prescribed coordinate on the high equilibrium (C;C) and otherwise they coordinate on

the low equilibrium (D;D). It is easy to see that making the promised transfers is an SPE.

Conversely, consider a pure strategy SPE, and the corresponding risk-sharing arrangement

it induces. Note that in any such pro�le, in stage 3 any two neighbors should either play

(D;D), resulting in a payo¤ of (0; 0), or play (C;C), resulting in a payo¤ of (c(i; j); c(i; j)).
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But then all transfers in Stage 2 have to satisfy the IC constraints because the actual transfer

from i to j can only in�uence the continuation strategy of j, not agents in W=fi; jg (since

they do not observe the actual transfer). Therefore the actual transfer from i to j can

only in�uence the payo¤ i gets from the friendship game with j, not the payo¤ from other

friendship games he is involved at in Stage 3. Hence the maximum loss in Stage 3 payo¤s in

a pure SPE when not delivering a promised transfer teij is c(i; j), the di¤erence between the

best Nash equilibrium payo¤s of the friendship game (c(i; j)) and the payo¤ that a player

can guarantee in the friendship game (0). This implies that the transfer scheme has to be

IC.

A-3 Background on the theory of network �ows

The following concepts from the theory of network �ows are useful for many of the proofs in

the paper. Cormen, Leiserson, Rivest and Stein (2001) provides a more careful treatment.

Fix a �nite graph G two nodes s and t (for �source�and �target�) and a capacity c.

De�nition 3 An s ! t �ow with respect to capacity c is a function f : G � G ! R which

satis�es

(i) Skew symmetry: f(u; v) = �f(v; u).

(ii) Capacity constraints: f(u; v) � c(u; v).

(iii) Flow conservation:
P

w f(u;w) = 0 unless u = s or u = t.

A useful physical analogue is to think about a �ow as some liquid �owing through the

network from s to t, which must respect the capacity constraints on all links. The value

of a �ow is the amount that leaves s, given by jf j =
P

w f(s; w): The maximum �ow is

the highest feasible �ow value in G. Flows are particularly useful in our setting, because

the capacity constraints associated with our direct transfer representation are exactly the

constraints (ii) in the above de�nition. In particular, a direct transfer representation that

meets the capacity constraints is called a circulation in the computer science literature.

De�nition 4 A cut in G is a disjoint partition of the nodes into two sets G = S [ T such

that s 2 S and t 2 T . The value of the cut is the sum of c (u; v) for all links such that u 2 S

19



and v 2 T .

It is easy to see that the maximum �ow is always less than or equal to the minimum cut

value. The following well-known result establishes that these two quantities are equal.

Theorem 2 [Ford and Fulkerson, 1958] The maximum �ow value equals the minimum cut

value.

We rely both on the concept of network �ows and the maximum �ow - minimum cut

theorem in the proofs of the paper.

A-4 Discussion of Dynamic Mechanisms Generating

Constrained E¢ ciency

We now brie�y discuss two intuitive dynamic mechanisms that provide foundations for con-

strained e¢ ciency.

A decentralized exchange implementing any constrained e¢ cient arrange-

ment. We �rst consider a decentralized itarative procedure in which agents use a simple rule

of thumb in helping those who are in need. In particular, we show that for any constrained

e¢ cient allocation, there exists a simple iterative procedure that uses, in each round of the

iteration, only local information about the current resources of the parties involves, and

converges to the allocation as the number of iterations grow. A simpler version of this pro-

cedure, with equal welfare weights and no capacity constraints, was proposed by Bramoulle

and Kranton (2006). The basic idea is to equalize, subject to the capacity constraints, the

marginal utility of every pair of connected agents at each round of iteration. This proce-

dure can be interpreted as a set of rules of thumb for behavior that implements constrained

e¢ ciency in a decentralized way

Fix an endowment realization e, and denote the e¢ cient allocation corresponding to

welfare weights �i by x�. Fix an order of all links in the network: l1,...,lL, and let ik and

jk denote the agents connected by lk. To initialize the procedure, set xi = ei and tij = 0

for all i and j. Then, in every round m = 1; 2; :::, go through the links l1; :::; lL in this
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order, and for every lk, given the current values xik , xjk , and tikjk , de�ne the new values x
0
ik

and x0jk and t
0
ikjk

= tikjk + x
0
jk
� xjk such that they satisfy the following two properties: (1)

x0ik + x
0
jk
= xik + xjk . (2) Either �ikU

0
ik
(x0ik) = �jkU

0(x0jk), or �ikU
0
ik
(x0ik) > �jkU

0
jk
(x0jk) and

t0ikjk = �c (i; j), or �ikU
0
ik
(x0ik) < �jkU

0
jk
(x0jk) and t

0
ikjk

= c (i; j). This amounts to the agent

with lower marginal utility helping out his friend up to the point where either their marginal

utility is equalized, or the capacity constraint starts to bind. Once this step is completed

for link k, we set x = x0 and t = t0 before moving on to link k + 1. For m = 1; 2; ::: let xmi

denote the value of xi, and let tmij denote the value of tij, at the end of round m. Note that

xm meets the capacity constraints by design for every m.

Proposition 10 If consumption and friendship are perfect substitutes, then xm ! x� as

m!1.

Proof. Let V (x) denote the value of the planner�s objective in allocation x. The above

procedure weakly increases V (x) in every round and for every link lk. Hence V (x1) �

V (x2) � ::, and since V (x) � V (x�) for all x that are IC, we have limm!1 V (xm) = V �

V (x�). Since the set of IC allocations is compact, and xm is IC for every m, there exists a

convergent subsequence of xm, with limit x and associated transfers t. Clearly, V (x) = V .

If V = V � then x = x� since the optimum is unique. If V < V �, then x is not optimal,

and hence does not satisfy the �rst order condition over all links. Let lk be the �rst link in

the above order for which the �rst order condition fails in x and t. Then there is a transfer

meeting the capacity constraints at x that increases the planner�s objective by a strictly

positive amount �. But this means that for every xm far along the convergent subsequence,

the planner�s objective increases by at least �=2 at that round, which implies that V (xm)

is divergent, a contradiction. Hence limxm = x� along all convergent subsequences, which

implies that xm itself converges to x�.

Ex ante coalition-proofness of constrained e¢ ciency. A second mechanism which

yields constrained-e¢ cient allocations is collective dynamic bargaining with renegotiation.

Gomes (2000) shows that when agents can propose renegotiable arrangements to subgroups

and make side-payments in a dynamic bargaining procedure, ultimately a Pareto-e¢ cient
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arrangement will be selected.2 We now show how to incorporate this result in our model by

assuming that there is a negotiations phase prior to the endowment realization.

We say that a coalition-proof agreement x admits no ex ante coalitional deviations if

there is no coalition S and coalition-proof risk-sharing agreement x0S within S such that all

agents in S weakly prefer losing all their links to agents inW=S and having agreement x0S to

keeping all their links and having agreement x, and at least one agent in S strictly prefer the

former. Intuitively, an ex ante coalitional deviation implies that the agents of the deviating

coalition leave the community (cut their ties with the rest of the community) and agree upon

a new risk-sharing agreement among each other (using only their own resources).

Proposition 11 A coalition-proof agreement that admits no pro�table ex ante coalitional

deviations is constrained e¢ cient. If goods and friendship are perfect substitutes then the set

of coalition-proof agreements that admit no pro�table ex ante deviations is equal to the set

of constrained e¢ cient agreements.

Proof. Consider �rst a coalition-proof agreement x that is not constrained e¢ cient.

Then there is another coalition-proof agreement x0 that ex ante Pareto-dominates x. But

then x0 is a pro�table ex ante coalitional deviation for coalition W . This concludes the �rst

part of the statement.

Assume now that goods and friendship are perfect substitutes and consider a coalition-

proof agreement x that is constrained e¢ cient. Suppose there is coalition S and a pro�table

ex ante deviation x0S by S. Theorem 1 implies that x can be achieved by a direct-transfer

agreement t that respects all capacity constraints. Similarly, x0S can be achieved by a direct

transfer agreement t0S within S that respects all capacity constraints (within S). Consider

now a combined direct transfer agreement (t0S; t�S) that is equal to t
0
S for links within S, and

it is equal to t otherwise. Since both t and t0S respect capacity constraints, so does (t
0
S; t�S),

hence the resulting consumption pro�le x00 is coalition-proof. By construction x is equivalent

to x00 for agents inWnS. Agents in S are at least weakly better o¤with consumption pro�le

x00 and not losing any of their links than with consumption pro�le x0S and losing their links

with agents inWnS, since x00 is coalition-proof. But this, combined with x0S being a pro�table
2Aghion et al. (2007) establish a similar result in a model involving renegotiating free-trade agreements.
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ex ante coalitional deviation, implies that coalition-proof agreement x00 Pareto-dominates x,

which contradicts that x is constrained e¢ cient.

A-5 Analysis with imperfect substitutes

We now explain how our results extend when goods and friendship are imperfect substitutes.

With a general utility function U (x; c), the de�nition of incentive compatibility (IC) of a

transfer arrangement is the following:

De�nition 5 A risk-sharing arrangement t is incentive compatible (IC for short) if

Ui (xi; ci) � Ui (xi + tij; ci � c (i; j)) (12)

for all i and j, for all realizations of uncertainty.

Our key tool is a pair of necessary and su¢ cient conditions for incentive compatibility

with imperfect substitutes. To derive these, de�ne the marginal rate of substitution (MRS)

between good and friendship consumption as MRSi = (@Ui=@ci) = (@Ui=@xi). We say that

the MRS is uniformly bounded if there exist positive constants m < M such that m �

MRSi �M for all i, xi and ci.

When the MRS is uniformly bounded, (i) any IC arrangement must satisfy tij � M �

c (i; j), and (ii) any arrangement that satis�es tij � m � c (i; j) must be IC. The intuition is

that the MRS measures the relative price of goods and friendship. If this relative price is

always between m andM , then a transfer exceedingMc (i; j) is always worth more than the

link and hence never IC, but a transfer below mc (i; j) is always worth less than the link and

hence is IC. With perfect substitutes MRSi = 1, so we can set m = M = 1, which yields

Theorem 1.

A-5.1 The limits to risk-sharing with imperfect substitutes

With imperfect substitutes, the results in section 2 extend but the upper and lower bounds

on risk-sharing are weakened by constant factors that depend on the degree of substitution.
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To obtain these extensions, we assume that the marginal rate of substitution (MRS) is

uniformly bounded. We continue to �nd that the �rst-best can only be achieved in highly

expansive graphs where the perimeter-area ratio is bounded from below: we require a [F ] �

�=M . Our �ndings about partial risk-sharing are about rates of convergence and hence they

extend without modi�cation; in particular, SDISP converges exponentially for geographic

networks.

Imperfect substitution also yields additional implications. If the MRS is increasing

in consumption, then agents with low consumption value their friends less, reducing the

maximum amount they are willing to give up. As a result, in a society that experiences a

negative aggregate shock, the scope for insuring idiosyncratic risk is reduced. To formalize

this point, we now also show that with an increasing MRS, the set of IC arrangements

contracts after a negative aggregate shock.

Proposition 12 Assume that MRSi is increasing in xi for all i. Then for any pair of

endowment realizations e and e such that ei � ei for all i, an incentive compatible set of

transfers in e is also incentive compatible given e.

Proof. Let V (yi; ci; si) = Ui (yi + si; ci), then (Vx=Vc) (yi; ci; si) = (Ux=Uc) (yi + si; ci),

and hence the condition that MRSi = (Ux=Uc) (xi; ci) is increasing in xi implies that

(Vx=Vc) (yi; ci; s) is increasing in s for any �xed (yi; ci), i.e., that V (yi; ci; s) satis�es the

Spence-Mirrlees single-crossing condition. Since Ui is continuously di¤erentiable and Ux,

Uc > 0, Theorem 3 in Milgrom and Shannon (1994) implies that V has the single crossing

property. In particular, V (yi; ci; 0) � V (y0i; c0i; 0) implies V (yi; ci; si) � V (y0i; c0i; si) for any

si � 0, or equivalently, Ui (xi; ci) � Ui (x
0
i; c

0
i) implies Ui (xi + si; ci) � Ui (x

0
i + si; c

0
i). It

follows that for any si � 0, the compensating variation satis�es

CVi (xi; ci; c
0
i) � CVi (xi + s; ci; c0i)

and hence for any set F , we have cx [F ] � cx+s [F ]. Now denote e � e = s � 0; it follows

immediately that any IC transfer scheme given e is IC given e as well.

The aggregate negative shock is thus a double burden: besides its direct negative e¤ect

on consumption, it also induces worse sharing of idiosyncratic risks, a �nding consistent
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with Kazianga and Udry (2006), who document limited informal insurance during the severe

draught of 1981-85 in rural Burkina Faso.

A-5.2 Constrained e¢ cient arrangements

We begin with a summary of our results. The key novelty with imperfect substitutes is

that changing the goods consumption of an agent a¤ects his implied link values and hence

incentive compatibility. To characterize constrained e¢ ciency, we assume that the marginal

rate of substitutionMRSi de�ned above is concave in xi. When this holds, we can generalize

Proposition 3, establishing the equivalence between constrained e¢ ciency and the planner�s

problem.

To develop �rst order conditions, we next analyze the e¤ect of an additional dollar to

agent i on the planner�s objective. With imperfect substitutes, this marginal welfare gain

is no longer equal to �i times the marginal utility of i, because increased consumption also

softens enforcement constraints. The planner may wish to use these softer constraints and

transfer some of the original dollar to neighboring agents. To formalize this, we de�ne the

marginal social gain of an additional unit of transfer to i using an iterative procedure, which

takes into account the indirect e¤ect of softening constraints.

Using the concept of marginal social gain allows us to extend the characterization of

constrained e¢ cient agreements in Proposition 4. Given this result, we can also partition

the network into endogenous risk-sharing islands, such that marginal social utility is equalized

within islands, and all links connecting the island to the rest of the community are blocked.

Finally, for an agent i who is not on the boundary of his risk-sharing island and hence

has no links with binding constraints, the marginal social gain does equal �i times his

marginal utility of consumption; hence, for such agents, the results of section 3 hold without

modi�cation. For example, weighted marginal utilities are equalized for any two such agents

in the same risk-sharing island. Thus if risk-sharing islands are �large�, then the results

from the perfect substitutes case hold without modi�cation for most agents.
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A-5.3 Formal results

The equivalence between the planner�s problem and constrained e¢ ciency with general pref-

erences and a concave MRS was established in Appendix A to the paper. To present our

characterization result building on this equivalence, �rst we de�ne a measure of marginal

social welfare gain of transfers to agents. Fix an IC arrangement x, and recalling the de�-

nition of acyclical transfer arrangements from the proof of Corollary 6, let t be an acyclical

implementation of x in endowment realization e. Consider the following iterative construc-

tion. We say that the IC constraint from i to j binds if Ui(xi; ci) = Ui(xi + tij;bci;j). Let
W 1 � W denote the set of agents i for whom (i) there is no j such that c(i; j) > 0; and (ii)

the IC constraint from i to j binds. Since t is acyclical, W 1 is nonempty. For any i 2 W 1,

let �i = �iUi;x(xi; ci) be the marginal bene�t of an additional dollar to i. This is both the

private and social marginal welfare gain, because no IC constraint binds for transfers from

i.

Suppose now that we have de�ned the sets W 1; :::;W k�1 and the corresponding �i for

any i 2 [l�k�1W l. Let W k denote the set of agents i such that i =2 [l�k�1W l but whenever

c(i; j) > 0 and the IC constraint from i to j binds, j 2 [l�k�1W l. To de�ne �i, �rst denote,

for every j such that the IC constraint from i to j binds, bxi;j = xi+ tij, and bci;j = ci� c(i; j),
and let

�ij = �iUi;x(xi; ci) �
Ui;x(bxi;j;bci;j)
Ui;x(xi; ci)

+ �j �
�
1� Ui;x(bxi;j;bci;j)

Ui;x(xi; ci)

�
:

As we will show below, �ij measures the marginal social gain of an additional dollar to i, under

the assumption that i optimally transfers some of the dollar to j. Intuitively, to transfer

to j, i has to increase his own consumption somewhat to maintain incentive compatibility.

More formally, we show below that a share Ui;x(bxi;j;bci;j)=Ui;x(xi; ci) of the marginal dollar
must be kept by i, and only the remaining share can be transferred to j, where it has a

welfare impact of �j. Denote �ii = �iUi;x(xi; ci), and to account for the softening of the IC

constraint over all links, let

�i = max f�ij j j : the IC constraint from i to j binds or j = ig :
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With this recursive de�nition, the marginal social welfare of an additional dollar takes into

account both the marginal increase in i�s consumption, and the softening of the IC constraints

which allow transfers of resources through a chain of agents.

Proposition 13 [Constrained e¢ ciency with imperfect substitutes] Assume that MRSi is

concave in xi for every i. A transfer arrangement t is constrained e¢ cient i¤ there exist

positive (�i)i2W such that for every i; j 2 W one of the following conditions holds:

1) �j = �i

2) �j > �i and the IC constraint binds for tij

3) �j < �i and the IC constraint binds for tji:

Proof. We begin with some preliminary observations. Suppose that the IC constraint

from i to j binds, and i receives an additional dollar. Suppose that i keeps a share � of the

dollar and transfers the remaining 1�� such that the IC constraint continues to bind. Then

it must be that �Ui;x (xi; ci) = Ui;x (bxi;j;bci;j), or equivalently, � = Ui;x(xi; ci)=Ui;x(bxi;j;bci;j).
To maintain incentive compatibility, this share of the dollar has to be consumed by i, and

only the remainder can be transferred to j.

Now we establish the necessity part of the proposition. Fix a constrained e¢ cient arrange-

ment, and let �i be the associated planner weights. Consider realization e. We �rst show

that the marginal value to the planner of an additional dollar to an agent i is �i. Let

i 2 W 1, then the marginal value to the planner of endowing i with an additional dollar

is at least �i. It cannot be larger, since that would imply that transferring a dollar away

from i increases social welfare in the original allocation, contradicting constrained e¢ ciency.

Hence, the marginal social value of a dollar to i is exactly �i. Suppose we established for

all j 2 [l�k�1W l that the marginal social value of a dollar to j is �j. Let i 2 W k. For any

j such that the IC constraint from i to j is binding, �j is at least as large as the marginal

social value of an additional dollar to i, because otherwise optimality requires reducing tij.

Hence the marginal social value of a dollar to i is obtained when i transfers as much of the

dollar as possible under incentive compatibility to some agent j. Given our above argument,

i can transfer at most 1 � Ui;x(xi; ci)=Ui;x(bxi;j;bci;j) to j, hence the marginal welfare gain if
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he chooses to transfer to j will be �ij. Since i will choose to transfer the dollar to the agent

where it is most productive, the marginal social gain will be the maximum of �ij over j,

which is �i.

It follows easily that if �j > �i for some i; j, then the IC constraint for tij has to bind:

otherwise social welfare could be improved by marginally increasing tij. This establishes that

in a constrained e¢ cient allocation, for any endowment realization and any pair of agents

one of conditions (1)-(3) from the theorem have to hold.

For su¢ ciency, let now x denote the unique welfare maximizing consumption, let t be

an IC transfer scheme achieving this allocation, and let b�i = �i(x; t), for every i 2 W .

Assume now that there exists another consumption vector x0 6= x achieved by IC transfer

scheme t0 such that (x0; t0) satisfy conditions (1)-(3), and let �0
i = �i(x

0; t0), for every i 2 N .

Then there exists an acyclical nonzero transfer scheme td that achieves x from x0, and which

is such that t0 + td is IC. By de�nition of x, td from x0 improves social welfare. Let now

W d = fi 2 W j9 j such that tdij 6= 0g, and partition W d into sets W d
0 ; :::;W

d
K the following

way. Let W d
0 = fi 2 W dj � 9 j 2 W d st. tdij > 0g. Given W d

0 ; :::;W
d
k for some k � 0, let

W d
k+1 = fi 2 W dn( [

l=0;:::;k
W d
l )j � 9 j 2 W dn( [

l=0;:::;k
W d
l ) st. t

d
ij > 0g. Note that x0i > xi 8

i 2 W d
0 , which together with there being no agent j such that t

d
i j > 0 implies that �

0
i <

b�i.

Now we iteratively establish that �0
i <

b�i 8 i 2 W d. Suppose that �0
i <

b�i 8 i 2 [
l=0;:::;k

W d
l

for some k � 0. Let i 2 W d
k+1. Note that by de�nition there is j 2 [

l=0;:::;k
W d
l such that

tdi j > 0, and there is no j0 2 W dn( [
l=0;:::;k

W d
l ) such that t

d
i j0 > 0. Suppose �0

i � b�i. This

can only be compatible with tdi j > 0, �0
j <

b�j, and (1)-(3) holding for both (x0; t0) and

(x; t0+ td) if xi > x0i. But xi > x
0
i, and �

0
i0 <

b�i0 8 i0 2 W such that tdii0 > 0 implies �
0
i < b�i,

a contradiction. Hence �0
i < b�i 8 i 2 W d

k+1, and then by induction �
0
i < b�i 8 i 2 W d. But

note that for any i 2 W d
K it holds that xi < x

0
i and there is no j 2 W such that tdji > 0, and

hence �0
i >

b�i. This contradicts �0
i <

b�i 8 i 2 W d, hence there cannot be (x0; t0) satisfying

(1)-(3) such that t0 is IC and x0 6= x. �

Corollary 6 can also be extended to the imperfect substitutes case. Fix a constrained

e¢ cient arrangement, and let e and e0 be two endowment realizations such that ei > e0i for

some i 2 W , and ej = e0j 8 j 2 Wnfig. Let x�(e) be the consumption in the constrained
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e¢ cient allocation after e. Analogously to the perfect substitutes case, let cW (i) the largest

set of connected agents containing i such that all IC constraints within the set are slack

given some transfer arrangement achieving the constrained e¢ cient allocation after ei. For

any endowment realization e, let �j(e) be �j, as de�ned above, given any transfer scheme

with the maximal number of links on which the IC constraints are slack, among the ones

that attain the constrained e¢ cient allocation. It is straightforward to show that there is

a transfer scheme with a maximal number of links on which the IC constraints are slack,

among the ones achieving the constrained e¢ cient allocation, and that for all such transfer

arrangements �j is the same.

Corollary 2 [Spillovers with imperfect substitutes] Assume that MRSi is concave, then

(i) [Monotonicity] �j(e
0) � �j(e) for all j, and if j 2 cW (i) then �j(e

0) > �j(e).

(ii) [Local sharing] There exists � > 0 such that jei � e0ij < � implies �i(e
0) = �j(e

0) for

all j 2 cW (i):
(iii) [More sharing with close friends] For any j 6= i, there exists a path i! j such that

for any agent l along the path, �l(e
0) � �j(e

0).

The proof of this result is analogous to the perfect substitutes case and hence omitted.

Note that (ii) is weaker than in Corollary 6, because even small shocks can spill over the

boundaries of the risk-sharing islands of agent hit by the shocks. Also note that since

�i = �iUi;x for any agent not on the boundary of an island, (i) implies that consumption is

monotonic in the endowment realization for such agents.

A-6 Numerical methods

Risk-sharing simulations. We use the following numerical approach for the simulations

underlying Figure 5. We assume throughout that endowment shocks are uniformly dis-

tributed with support [�1; 1]. We build on Theorem 1 and express a SDISP-minimizing

incentive-compatible risk-sharing arrangement as a cost-minimizing �ow as follows. (1) Cre-

ate two arti�cial nodes s and t as in the proof of Theorem 1. (2) Divide the shock support

into K equal intervals. For each agent i, denote the subinterval into which i�s endowment
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falls by ki (treating [�1;�1+2=K] as the �rst interval and [1�2=K; 1] as the Kth interval).

Create ki links between s and i such that each link has capacity 2=K in the direction from

s to i and zero in reverse direction. De�ne the �cost�of a �ow going from s to i across any

of these links to be j for the jth link of out ki links. Similarly, create K � ki links between t

and i. such that each link has capacity 2=K in the direction from i to t and zero in reverse

direction. De�ne the cost of a �ow going from i to t across any of these links to be j for the

jth link of out ki links. (3) Use Edmonds and Karp�s (1972) algorithm to calculate a cost-

minimizing �ow in this augmented network. This solution induces an incentive-compatible

risk-sharing arrangement that maximizes a piecewise linear approximation to the quadratic

utility function assumed in the de�nition of SDISP , where the marginal utility of consump-

tion for any agent is constant within each of the K intervals. Simulations (not reported)

show that this approximation generates highly accurate predictions for K = 20. For the

results presented in the text we set K = 100.

Geographic network representation. The algorithm used in the geographic repre-

sentation constructed in Figure 6 is the following. For each household i, we �rst construct

vectors vj to every other households j in the unit square using households�initial (re-scaled)

geographic coordinates. We also calculate the length di of each of these vectors. Note, that

the maximum distance between two households is
p
2. We then calculate a shift vector as

the weighted sum �
P
(
p
2 � di)vj= kvjk and move each household in the direction of this

shift vector. Shifts are larger if a household is closely surrounded by other households and

the shift will push the household away from its neighbors. This procedure is repeated 23

times to obtain the representation in Figure 6E.

Geographic network representation of a circle. We apply the di¤usion algorithm

to a clearly non-geographic network to illustrate the validity of our approach. We use a

circle with the same number of nodes and equivalent degree as the Huaraz network on which

we based Figure 6. To equalize the degree distribution we assume a circle network where

every agent interacts with r neighbors on each side such that 2r equals the average Huaraz

degree (we randomize between r and r + 1 to overcome integer constraints). The di¤usion

algorithm imposes some randomness depending on the order of shocks that are applied to

nodes: the standard deviations for neighboring square connections in the Huaraz and circle
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Figure 10: Stretching a Huaraz-like circle (with same number of nodes and equivalent average
degree) to construct a geographic representation

60

7

0

170

1

7

160

7

1

70

0

7

36

13

0

017

1

13

016

14

1

37

0

14

63

13

0

160

1

13

170

14

1

73

0

14

06

7

0

016

1

7

017

7

1

07

0

7

A.1 A.2

A.3

A.4

A.5

A.6

A.7

A.8

A.9

A.10

A.11

A.12

A.13

A.14

A.15

A.16

A.17

A.18A.19

A.20

A.21

A.22

A.23

A.24

A.25

A.26

A.27

A.28

A.29

A.30

A.31
A.32

A.33

A.34

A.35

A.36

A.37

A.38
A.39

A.40

A.41A.42
A.43

A.44

A.45

A.46

A.47 A.48 A.49

A.50A.51
A.52A.53

A.54

A.55A.56

A.57

A.58

A.59 A.60

A.61A.62

A.63

A.64

A.65

A.66

A.67

A.68

A.69

A.70

A.71

A.72

A.73

A.74

A.75

A.76

A.77

A.78

A.79

A.80

A.81

A.82

A.83

A.84

A.85A.86

A.87
A.88

A.89

A.90

A.91

A.92

A.93

A.94
A.95

A.96

A.97

A.98

A.99

A.100

A.101A.102A.103A.104

A.105

A.106

A.107

A.108

A.109

A.110
A.111

A.112

A.113

A.114

A.115

A.116

A.117
A.118

A.119A.120

A.121

A.122

A.123

A.124

A.125

A.126

A.127

A.128

A.129

A.130

A.131

A.132

A.133

A.134

A.135

A.136

A.137

A.138

A.139

A.140

A.141

A.142

A.143A.144

A.145 A.146

A.147

A.148

A.149A.150

A.151

A.152

A.153

A.154A.155

A.156 A.157 A.158

A.159

A.160

A.161

A.162
A.163A.164

A.165

A.166
A.167

A.168

A.169

A.170

A.171

A.172

A.173
A.174

A.175

A.176

A.177

A.178

A.179

A.180

A.181

A.182

A.183

A.184

A.185

A.186A.187

A.188

A.189

A.190

A.191

A.192

A.193

A.194

A.195

A.196

A.197

A.198

A.199

A.200

A.201

A.202

A.203

13

13

12

13

12

13

13

13

12

13

13

12

13

12

13

13

geographic representation are 2.3 and 2.1 respectively - hence the number of neighboring

square connections is signi�cantly di¤erent.

The di¤usion algorithm provides the geographic representation shown in �gure 10 that

has far more gaps (especially in the center): the average number of neighboring square

connections is now only 23.0 which is less than half the number of neighboring connections

in Figure 6E
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